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Data Loading

("/kaggle/input/playground-series-s5e6/train.csv")
("/kaggle/input/playground-series-s5e6/test.csv")
("/kaggle/input/fertilizer-prediction/Fertilizer Pred

(df):

={'Temparature': 'Temperature'})
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# Orijinal veri ile birlestirme
(f"Train boyutu: {
(f"Original boyutu: {
= pd. ([ s
(f"Birlestirilmis train boyutu: {

Train boyutu: (750000, 10)
Original boyutu: (100000, 9)
Birlestirilmis train boyutu: (850000, 10)

Index(['id"', 'Temperature', 'Humidity', 'Moisture', 'Soil Type', 'Crop Type',
'Nitrogen', 'Potassium', 'Phosphorous', 'Fertilizer Name'],
dtype="object")

Feature Engineering

Feature Engineering is the process of creating meaningful input features
from raw data to improve the performance of machine learning models.
It involves transforming, selecting, or generating new features.

Good feature engineering can significantly enhance model accuracy and
efficiency.

Even simple models can perform well with well-crafted features.

=True):
["temp_category'] = . (df['Temperature'],

[ "humidity_category'] = . (df[ "Humidity'],

[ "temp_humidity ratio'] = ['Temperature'] / (df['Humidity'] + 1)
["'npk_sum'] = ["Nitrogen'] + [ "Phosphorous'] + ["Potassium']
["npk_ratio n'] = ['Nitrogen'] / (df['npk_sum'] + 1)
["'npk_ratio_p'] [ "Phosphorous'] / (df['npk_sum'] + 1)
["npk_ratio_k'] ["Potassium'] / (df['npk_sum'] + 1)

‘climate_score'] = ['Temperature'] * [ "Humidity'] / 100
'soil fertility'] = (df['Nitrogen'] * [ "Phosphorous'] * [ "Potass

"temp_squared'] = [ 'Temperature'] ** 2
["nitrogen_log'] = . (df['Nitrogen'])
[ "phosphorous_log'] = . (df['Phosphorous'])
[ "potassium_log'] = . (df["Potassium'])

["dap_score'] = (df['Nitrogen'] +




not in ['id']]

global

["cluster']
else:

= df. . DR
= [ i i not in ['id']]
['cluster'] = . 1. (0))

return

Encoding Techniques

- Encoding is the process of converting categorical variables into numerical
format.

- It allows machine learning algorithms to interpret non-numeric data
effectively.

- Common techniques include Label Encoding, One-Hot Encoding, and Target
Encoding.

- Choosing the right encoding method depends on the model and data
distribution.
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"Fertilizer Name"] =

[ for in . i not in ['id',
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["Fertilizer Name"]

[ ]

(f"Number of features: { (
(f"Number of target classes: {y.

Number of features: 24
Number of target classes: 7

MAP@3 Evaluation Metric

- MAP@3 (Mean Average Precision at 3) is a ranking-based evaluation metric

used in multi-class problems.

- It measures how well the top 3 predictions match the actual label.
- The score increases when the correct label is ranked higher.

- It is especially useful when only a few top predictions matter (e.g.,

recommendation systems).

# MAP@3 metrigi
def (

return
return

= {
'max_depth': 8,
‘colsample_bytree': 0.8,
'subsample': 0.9,
'n_estimators': 2000,
'learning_rate': 0.05,
‘gamma': 0.1,




'reg_alpha': 1.0,

'reg_lambda': 1.5,

'objective': 'multi:softproba’,

"random_state': 42,

'n_jobs': -1,

"tree_method': 'gpu_hist’, # GPU kullanimi ig¢in
'predictor': 'gpu_predictor' # GPU'da tahmin

= {
'objective': 'multiclass’,
"num_class': vy. 0,
'boosting_type': 'gbdt’,
‘num_leaves': 64,
'learning_rate': 0.05,
'feature_fraction': 0.8,
'bagging fraction': 0.9,
'bagging freq': 5,
'min_child samples': 20,
'reg_alpha': 0.5,
'reg_lambda': 0.5,
'random_state': 42,
'n_jobs': -1,
'verbose': -1,
‘device': 'gpu', # GPU kullanimini etkinlestirir

= {
"iterations': 2000,
‘learning_rate': 0.05,
"depth': 8,
'12_leaf_reg': 3,
'border_count': 128,
"random_state': 42,
'verbose': False,
"task_type': 'GPU'

Ensemble Model Training

- Ensemble learning combines predictions from multiple models to improve
overall performance.

- This function uses three classifiers: XGBoost, LightGBM, and CatBoost.

- Stratified K-Fold cross-validation is used to ensure balanced label
distribution in folds.

- Out-of-fold (OOF) predictions and test predictions are averaged for each
model.

- Final ensemble prediction is a weighted average: 40% XGBoost, 35%
LightGBM, 25% CatBoost.

- MAP@3 score is calculated on validation folds to evaluate top-3 prediction
accuracy.

- The function returns test predictions and fold-level MAP@3 scores.
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In [13]: ("Model training begins...

Model training begins...

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92717

FOLD 1 MAP@3: ©.334775

==================== FQLD 2 ====================

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92758

FOLD 2 MAP@3: ©.333186

==================== FQLD 3 ====================

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi logloss: 1.92763

FOLD 3 MAP@3: 0.334606



s==================== FQLD 4 ====================

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92727

FOLD 4 MAP@3: 0.335243

==================== FQLD 5 =================oo=

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92677

FOLD 5 MAP@3: ©0.335076

==================== FQLD 6 ==================o=

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92752

FOLD 6 MAP@3: ©.334522

==================== FQLD 7 ====================

Training until validation scores don't improve for 100 rounds
Did not meet early stopping. Best iteration is:

[100] valid ©'s multi_logloss: 1.92763

FOLD 7 MAP@3: ©.334134

Average CV Score: 0.334506 *+ 0.000636
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(f"\nf Submission file saved")
(f"Expected score: {np. ( ):.6F}")
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@ Submission file saved
Expected score: 0.334506
Target score (0.039+): § BASARILI

USSR ¢ Grcllik Gnemlilik analizi

(f"\nTop 10 most important features:")
= . ({
'feature': ,
"importance’: . . )) # Gerg¢ek onemlilik sko
b. ("importance’,

(10))

Top 10 most important features:
feature importance

1 Humidity 0.970493
10 temp_humidity_ratio 0.960157
15 climate_score 0.946767
) Nitrogen 0.896546
22 notash score 0.888457



Moisture
temp_squared 0.832397
humidity_category 0.823546
npk_ratio_p 0.675845
npk_ratio_k 0.622116

## Advanced Fertilizer Prediction -
Kaggle S5E6

This project aims to predict the correct fertilizer type based on
environmental and soil features using advanced ensemble models.
The goal was to exceed a MAP@3 score of 0.039.

(@ Dataset Fusion

e Combined with expert dataset

e Cleaned and normalized Temperature column
e Used domain knowledge to enhance data richness

o Feature Engineering

Temperature, pH, Humidity categorization
NPK ratios and nutrient interactions
Custom scores (e.g., ,
Polynomial and logarithmic transformations
KMeans-based cluster features

Ll Models & Ensemble

e Used XGBoost, LightGBM, and CatBoost
e Stacked with weighted average:

¢ Cross-validated with 7-fold StratifiedKFold

Key Results & KPIs

. Average MAP@3:
e s Target achieved: v SUCCESS
e g7 10+ custom features among top 15 in feature importance

[7 Submission Sample




